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University admissions tests should predict an applicant’s ability to succeed in college, but how
should this success be defined and measured? The status quo has been to use 1st-year grade
point average (FYGPA) as the key indicator of college success, but a review of documents such
as university mission statements reveals that universities expect students to develop a broad
range of skills that are not always fully captured by FYGPA. In this article, evidence related to
college and university documents are reviewed and analyzed for common links with regard to
the essential capabilities these institutions purport to seek and to develop in their students. A
conceptual model outlining what outcomes admissions tests ought to predict is then presented
and discussed. Finally, the article considers whether admissions testing ought to be based on
an applicant’s aptitude, ability, or achievement in the essential skill areas that most universities
aim to develop in their students.

How should colleges decide which applicants they should
admit, and what is the proper role of testing in this process?
Although there have been many technical critiques through-
out the years about the validity of admissions tests (Kobrin,
Camara, & Milewski, 2002; Leonard & Jiang, 1999; Noble,
2004; Sternberg & The Rainbow Project Collaborators, 2006;
Zwick, 2004), there has been comparatively less discussion
about the broader purposes of admissions testing conceptu-
ally (Lemann, 2000). Thus, it is worth examining the extent
to which tests used in the college admissions process are
aligned with the mission and objectives of the institutions
they are intended to serve. This article is divided into three
sections. In the first section, the various purposes and ob-
jectives of higher education are examined based on multiple
data sources. The second section of the article addresses the
question of what outcomes admissions tests should predict.
Finally, in the third section, different approaches to admis-
sions testing are considered and their potential alignment
with institutional objectives is discussed.

The theoretical framework guiding this article is drawn
from the field of program evaluation (Fitzpatrick, Sanders,
& Worthen, 2003; Madaus, Scriven, & Stufflebeam, 1996).
Specifically, the current analysis is guided by the objectives-
based approach to program evaluation (Tyler, 1990). The
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Tyler model stresses the importance of alignment between
program objectives, implementation (e.g., curricular and ex-
tracurricular activities), and assessment. There has been some
discussion in the education literature about the alignment be-
tween instructional objectives and high-stakes assessments
(Martone & Sireci, 2009; Roach, Niebling, & Kurz, 2008);
however, there has been far less discussion about the over-
arching objectives of higher education and the alignment of
these objectives with curricular and cocurricular goals and
assessments.

WHAT DO COLLEGES EXIST TO DO?

Colleges and universities serve multiple functions in society.
They serve as a mechanism for professional credentialing
(Labaree, 1997), as a hub of social and intellectual activity
in the local community (Martin, Smith, & Phillips, 2005),
and as a platform for innovation and the discovery of new
technologies that advance society (e.g., Google), just to name
a few. At the most direct level, however, the primary audience
for institutions of higher education is their students, and their
primary function is student development. Students generally
pursue higher education in order to broaden their exposure
to ideas that enrich their thinking and to develop skills that
will help them to enjoy satisfying careers upon graduation.

Although opinions abound regarding the primary pur-
poses of higher education, the issue can be systematically and
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6 STEMLER

empirically studied. One approach to examining the question
of purpose is to content analyze school documents, such
as their mission statements (Stemler & Bebell, 1999, 2012;
Stemler, Bebell, & Sonnabend, 2011). Schmitt (2012/this
issue) has presented some data from a small-scale explo-
ration of university mission statements undertaken by his
research team. In that study, they found that most of the 35
colleges and universities in their sample endorsed 12 themes:
(a) knowledge and mastery of general principles, (b) continu-
ous learning and intellectual interest and curiosity, (c) artistic
and cultural appreciation, (d) multicultural appreciation, (e)
leadership, (f) interpersonal skills, (g) social responsibility,
(h) physical and psychological health, (i) career orientation,
(j) adaptability, (k) perseverance, and (l) ethics.

In addition to examining university mission statements,
a second useful source of data, which is often developed
by university faculty and more specifically targeted toward
student development, is a statement of “essential capabili-
ties” that universities expect their students to develop. For
example, at Wesleyan University (n.d.), the faculty have de-
veloped and agreed upon a set of 10 essential capabilities that
the university hopes to develop in its students during their
time at the institution. These capabilities are (a) writing;
(b) speaking; (c) interpretation; (d) quantitative reasoning;
(e) logical reasoning; (f) ethical reasoning; (g) citizenship;
(h) designing, creating, and realizing; (i) intercultural liter-
acy; and (j) information literacy.

To determine whether these capabilities were typical or
aberrant, the websites of the top 125 liberal arts institutions
and top 125 national universities of 2010 cited in U.S. News
& World Report (“Best Colleges,” 2010) were searched for
documents describing the specific student outcomes each
institution aims to foster. The terms that were used to search
the school websites included learning goals, expectations,
capabilities, core competencies, and educational outcomes.
A total of 35% of the liberal arts colleges and 32% of the
national universities had these types of documents readily
available on their websites.

Table 1 provides some evidence of the extent to which
the 10 capabilities of interest to the Wesleyan faculty were
of broader interest to other institutions of higher education
across the United States that differ by designation, rank,
and geographical area. Indeed, it appears that many of these
schools share similar aims (for a detailed breakdown, see
webtables at http://www.purposeofschool.com). It is particu-
larly interesting to note that both types of institutions empha-
sized writing and intercultural literacy. Furthermore, more
than two thirds of the national universities with statements
of student outcomes emphasized citizenship, whereas nearly
60% of liberal arts institutions emphasized speaking skills
and ethical reasoning.

Although mission statements and statements of essen-
tial capabilities or learning outcomes provide one potentially
useful source of information regarding the purpose of higher
education, it is important to acknowledge that such state-

TABLE 1
Essential Capabilities Endorsed by Higher Education

Institutions

Capability Liberal Arts Collegesa National Universitiesb

Writing 73% 65%
Speaking 59% 50%
Interpretation 45% 20%
Quantitative reasoning 54% 72%
Logical reasoning 52% 35%
Ethical reasoning 59% 45%
Citizenship 41% 68%
Designing, creating,

realizing
43% 35%

Intercultural literacy 68% 85%
Informational literacy 40% 20%

an = 44. bn = 40.

ments are not always developed or universally adopted by
faculty. Indeed, at present, there is no good empirical data to
indicate who typically develops these statements or the ex-
tent to which faculty at different institutions embrace them.
Consequently, in addition to document analysis, another way
to approach the question of purpose is to use survey research
methods.

As part of the Liberal Education and America’s Promise
Initiative, the Association of American Colleges and Uni-
versities commissioned Peter D. Hart Research Associates to
conduct a series of focus groups as well as a national sur-
vey to determine if employers value liberal education. The
study (Association of American Colleges and Universities,
2010) revealed that the outcomes of higher education consid-
ered important by employers include the ability to commu-
nicate effectively, orally and in writing (89% of employers
surveyed); critical thinking and analytical reasoning skills
(81%); the ability to apply knowledge and skills to real-world
settings through internships or other hands-on experiences
(79%); the ability to connect choices and actions to ethical
decisions (75%); the ability to analyze and solve complex
problems (75%); teamwork skills and the ability to collabo-
rate with others in a diverse group setting (71%); the ability
to innovate and be creative (70%); the ability to locate, orga-
nize, and evaluate information from multiple sources (68%);
the ability to work with numbers and understand statistics
(63%); an understanding of the role of the United States in
the world (57%); an appreciation for cultural diversity in
America and other countries (57%); and civic knowledge,
civic participation, and community engagement (52%).

Similarly, an evaluation of recent issues of Recruiting
Trends (Gardner, 2007), a publication based on informa-
tion supplied by hundreds of companies and organizations
concerning the recruitment of recent college graduates, re-
vealed what skills employers were specifically seeking in
their recruits. From an analysis of the publication, one can
observe the most recent trends of recruitment that are taking
hold in the workforce. In 2002–03, ethics and integrity were
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WHAT ADMISSIONS TESTS SHOULD PREDICT 7

considered the most important competencies. The following
year, employers expressed their preference for college stu-
dents to have better developed skills in communication, per-
sonal attributes (work ethic, flexibility, initiative and motiva-
tion), teamwork, interpersonal skills, and learning (willing to
learn continuously new skills & ideas). Finally, the 2005–06
issue observes that an emerging skill is geographic awareness
and a global understanding of events as they pertain to the
company and industrial sector.

In sum, a variety of different sources of evidence seem to
converge upon the major objectives of institutions of higher
education, at least from the perspective of student develop-
ment. It appears that colleges and universities seek to develop
expertise in their students in at least two ways. The first is via
the development of content area mastery, or what might be
called domain-specific knowledge. This particular approach
to the development of expertise is in line with that articulated
by Ericsson, Krampe, and Tesch-Römer (1993). According to
their model, the development of expertise takes many thou-
sands of hours of deliberate practice in a domain. This is
manifest in higher education by the conferring of a degree
in a particular major area of study (e.g., psychology, astron-
omy, classics) after the completion of a substantial number
of courses.

A second area in which colleges and universities seek to
develop expertise is within the context of domain-general
abilities. This particular approach to the development of ex-
pertise is reflected by Sternberg (1998) with his notion that
abilities are forms of developing expertise. Specifically, ac-
cording to that model, abilities can be developed into com-
petencies, which can then in turn be further developed into
expertise. It is worth noting that there has been consider-
able debate regarding the extent to which cognitive skills
can be considered domain general or whether the cognitive
skills themselves are situated so intimately within a domain
that the skills may not generalize to other domains (e.g., J. R.
Anderson, Reder, & Simon, 1996; Brown, Collins, & Duguid,
1989; Lave & Wenger, 1991). Regardless of one’s perspective
on this matter, there is a general consensus that individuals
must have a minimum level of competence/familiarity with a
domain of study before they can begin to invoke the kinds of
higher order thinking skills that most colleges would like to
see developed within their students (e.g., ethical reasoning,
intercultural competence, quantitative reasoning). As stated
in the Spellings Commission report on the measurement of
higher education outcomes, such cognitive skills “should be
fostered and developed across the entire educational experi-
ence, and in the context of students’ major field” (Spellings,
2006, p. 2).

This dual-focus on the development of both domain-
specific knowledge and more domain-general cognitive skills
is an excellent setup for assessment design. Experts in the
field of assessment lean heavily on the development of a
table of specifications for identifying how best to measure
instructional objectives (Gronlund, 2006). Whereas in the

past these specifications have primarily emphasized domain-
specific knowledge (e.g., mastery of particular content
knowledge), more recent trends in assessment have seen the
development of tables that cross domain-specific knowledge
with domain-general cognitive skills (e.g., L. W. Anderson,
Krathwohl, Airasian, & Cruikshank., 2001; Gronlund, 2006;
Stemler, Grigorenko, Jarvin, & Sternberg, 2006; Stemler,
Sternberg, Grigorenko, Jarvin, & Sharpes, 2009; Sternberg,
1997, 1999b).

WHAT SHOULD ADMISSIONS TESTS
PREDICT?

Figure 1 presents a conceptual model that will anchor the
discussion for the remainder of this article. On the right-
hand side of the model are those indicators of success that
admissions tests are or should be designed to predict. At
a broad level, one set of variables has been classified as
indicators of achievement and the other has been classified
as indicators of ability. In this section, I discuss each of
these in turn, as well as some additional issues to consider
when reflecting upon what it is that admissions tests should
predict.

Domain-Specific Knowledge and Achievement

For many years now, 1st-year grade point average (FYGPA)
has dominated the landscape as the criterion variable that
admissions tests are designed to predict. For example, the
College Board routinely evaluates its marquee college admis-
sions test (the SAT) by conducting predictive validity studies
at different institutions, all of which use FYGPA as the out-
come measure (Camara, 2009). Indeed, in the high-stakes
world of college admissions testing, any new challenger to
the SAT must first demonstrate its capacity to do an equiv-
alent or even better job at predicting the canonical outcome
variable of FYGPA. The chief advantage of using FYGPA
for comparison purposes is that (nearly) all students enrolled
in higher education will have a score on this indicator at
the end of their 1st year. Thus, the choice of FYGPA makes
good sense from a pragmatic perspective as it, along with
enrollment retention, is one of the few indicators on which
all students can be directly compared.

Yet FYGPA does possess certain shortcomings as a crite-
rion measure. One of the major shortcomings is the atheoret-
ical nature of the construct. Indeed, one might reasonably ask
what exactly FYGPA is supposed to indicate. At some level,
FYGPA serves as a proxy for the development of domain-
specific knowledge; however, the theoretical rationale for this
argument is weaker for FYGPA than for GPA within major, as
students are typically enrolled in courses from vastly differ-
ent content domains during their 1st year. Whatever FYGPA
indicates, it is clear that it reflects achievement, rather than
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8 STEMLER

FIGURE 1 Conceptual model. Note. HSGPA = high school grade point average; Ach = achievement; Apt = aptitude; Ab = ability; FYGPA =
1st-year grade point average; CLA = Collegiate Learning Assessment (color figure available online).

ability or aptitude, and serves as an indirect measure rather
than a direct measure of domain-specific expertise.

Some in the field of assessment (e.g., Airasian & Russell,
2008) have argued that grades can be difficult to interpret be-
cause they are so frequently influenced in nonuniform ways
by other factors. For example, not everyone goes to the same
university. Not everyone in the same university takes the
same courses. Not everyone in the same courses has the same
instructor. Sometimes the interpersonal relationship (either
good or bad) that a student has with an instructor colors the
instructor’s evaluation of the student’s content mastery. Each
of these outside factors, and many more, can influence final
course grades in ways that are not always related to the cog-
nitive abilities and traits that reside within the student. Nev-
ertheless, given the diverse array of subject matter offerings
in higher education and the fact that students will naturally
gravitate toward different subject areas, it is perhaps the case
that even despite its limitations, FYGPA is the best that we
can hope for as a proxy of domain-specific knowledge at this
time. Other indicators of achievement that have been used
as criterion measures in the past include retention, degree
attainment, publications and patents, and alumni giving.

Domain-General Ability

Even if we accept the fact that FYGPA serves as a reasonable
proxy for domain-specific knowledge (i.e., content-area mas-
tery), it is clear that FYGPA does not directly reflect the de-
velopment of domain-general abilities that most universities
purportedly value. A prominent 2006 report from the office of
the former secretary of education, Margaret Spellings, raised
questions about what students are getting for their money
from a higher education and what skills or abilities they are

developing that they did not already possess. The commission
concluded that “faculty must be at the forefront of defining
educational objectives for students and developing meaning-
ful, evidence-based measures of their progress toward those
goals” (Spellings, 2006, p. 22). Spurred on by this report,
faculty and administrators at higher education institutions
across the country have recently begun to grapple with the
question of purpose in ways that are amenable to practical
measurement (Association of American Colleges & Univer-
sities, 2007, 2008). As illustrated previously in this article,
most colleges seek to develop a broad range of cognitive
skills within their students; however, the field of measure-
ment has not yet settled on the optimal way to measure each
of these broader skills. Thus, new measures of these skills
that are both domain-specific and domain-general represent
an important direction for future research.

There have been some successful preliminary efforts in
this regard to date. For example, the Collegiate Learning As-
sessment (CLA) has taken steps toward this goal with its
measurement of critical thinking, analytic reasoning, prob-
lem solving, and writing ability (Shavelson, 2007, 2010).
Arum and Roksa (2011) recently used the CLA results of
students at 24 different 4-year institutions to argue that there
is limited learning occurring on college campuses. Their so-
ciological argument as to the reasons behind the poor CLA
test results is intriguing and perhaps on point; however, their
general critique suffers from an important shortcoming in
that it is premised on the erroneous assumption that the CLA
captures the full spectrum of skills valued by an institution.
Arum and Roksa stated, “Students in general seek to enjoy
the benefits of a full collegiate experience that is focused
as much on social life as on academic pursuits” and con-
tinued by discussing the different incentives for faculty and
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WHAT ADMISSIONS TESTS SHOULD PREDICT 9

administrators, ultimately concluding that “no actors in the
system are primarily interested in undergraduate student aca-
demic growth, although many are interested in student reten-
tion and persistence” (pp. 124–125).

Embedded within this perspective are two erroneous im-
plications: first, that no valuable learning takes place within
the context of the students’ social life outside of the class-
room, and second, that “academic growth” can be defined
solely in terms of the development of critical thinking, prob-
lem solving, and writing ability that are assessed by the
CLA. Each of these assertions ignores the stated aims of
most institutions of higher education (cf. the previous sec-
tion of this article), which include the development of a much
broader range of skills such as intercultural competence, eth-
ical reasoning, information literacy, and quantitative literacy,
to name just a few. Although the results from the Arum and
Roksa study should give us pause with regard to the suc-
cess of efforts to develop critical thinking and writing, the
CLA does not currently measure the broad spectrum of skills
and abilities that institutions themselves purport to seek to
develop in their students. The question as to the degree of col-
lege student learning raised by Arum and Roksa is important
and worthy of further pursuit; however, until new measures
of the broader domain-general cognitive skills valued by in-
stitutions are developed for use as outcome measures, we are
not able to fully address the question of student learning.

Admissions officers would also benefit from the devel-
opment of broader measures of student learning. According
to one admissions officer at an elite institution with whom I
spoke while preparing this article, their office rarely tracks
in any systematic way whether their admissions procedures
“worked.” One potential reason he cited is because there are
not very good measures of ability at the outcome level. Thus,
it seems that the time is ripe for the development of theoret-
ically based, psychometrically sound indicators of domain-
general cognitive abilities that universities would like to see
developed in students.

There are several research efforts currently under way
in this regard. In addition to the CLA, the Valid Assess-
ment of Learning in Undergraduate Education project of
the Liberal Education and America’s Promise initiative of
the Association of American Colleges and Universities is
another example (http://www.aacu.org/value/index.cfm) of
an organization that has developed specific rubrics for the
development of broader skills and abilities that universi-
ties hope to foster within their students. The Measure of
Academic Proficiency and Placement developed by Educa-
tional Testing Service (ETS) is designed to assess general
education skills such as critical thinking, reading, writing,
and mathematics for college students (Young, 2007). Other
research teams, including the ETS Center for New Con-
structs (Kyllonen, 2005; Kyllonen, Roberts, & Stankov, 2008)
and my own research lab (http://www.purposeofschool.com)
are also working on developing measures of these broader
construct that are relevant for college student populations.

The National Institute for Learning Outcomes Assess-
ment has developed a site to track resources in this area
(http://www.learningoutcomeassessment.org). Across orga-
nizations, there is some consensus on the need to have valid
measures of the following cognitive skills: (a) creative think-
ing, (b) information literacy, (c) civic knowledge and engage-
ment, (d) intercultural competence, (e) ethical reasoning, (f)
critical thinking, (g) writing, and (h) quantitative reasoning.
Indeed, if we are serious about attempting to improve our
power to predict important outcomes of higher education,
then we first need to address the criterion problem by de-
veloping and integrating broader criterion measures into our
predictive validity equations. Yet, whether we are measur-
ing domain-specific achievement or domain-general abilities
and their development, there are additional issues to consider
when reflecting upon the question of what admissions tests
should predict.

Absolute Measures v. Value Added

The Juilliard School and Berklee College of Music are
widely considered two of the top postsecondary institutions
in the United States for students interested in the perform-
ing arts and music. By contrast, MIT, CalTech, and Harvey
Mudd are all renowned for their emphases on mathemat-
ics, science, and technology. The students who choose to
enroll in each of these institutions are both selective and,
to some extent, self-selected. Thus, a simple cross-sectional
comparison of Harvey Mudd students to Juilliard students
with regard to musical ability would likely show Juilliard
students achieving at higher levels. By contrast, students
attending Harvey Mudd, when compared to students at Juil-
liard, would probably show higher levels of mathematics
achievement.

The question of interest, however, is whether the students
in each respective institution are actually enhancing their
abilities by attending the institution, or whether they are sim-
ply being selected into a context in which they are surrounded
with others who share similar talents and abilities. In other
words, it is likely that differences in musical and mathemat-
ical abilities existed between these two different groups of
students before either group took a single course from their
respective institution of higher education. Consequently, a
cross-sectional comparison of student abilities across dif-
ferent institutions tells us little about the value added by
the institution. To address the value-added question, mea-
sures that are aligned with the specific objectives of each
university must be developed and used and student achieve-
ment measured longitudinally (Braun, 2005; Braun, Chu-
dowsky, & Koenig, 2010; McCaffrey, Lockwood, Koretz, &
Hamilton, 2003). The extent to which institutions care about
gains in such skills over time, as opposed to absolute lev-
els of the skill that their students leave with, should have a
profound influence over the approach to admission that is
favored.
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10 STEMLER

Proximal v. Distal Indicators

Another important issue to consider with regard to what ad-
missions tests should predict is the tradeoff between prox-
imal and distal/remote indicators (Ruiz-Primo, Shavelson,
Hamilton, & Klein, 2002). Naturally, the most interesting
outcomes to predict would be those that are most distant
in time. Indeed, one of the primary concerns I have heard
voiced from faculty colleagues in discussions surrounding
the development of higher education outcome measures is the
belief that the impact of the lessons learned in and out of the
classroom may not fully affect their students until many years
after graduation. These faculty members tend to reject the use
of proximal indicators such as FYGPA and favor the use of
more distal indicators such as indicators of satisfaction with
the college experience 10 years postgraduation. The tension,
from a psychometric perspective, however, is that the greater
the amount of time that elapses between instruction and as-
sessment, the more mediating variables can creep in that
impact subsequent performance (for good or ill) making it
difficult to link outcomes to predictors.

It seems reasonable to suggest that admissions procedures
should be evaluated using both proximal and distal indicators
(see Figure 1). From the proximal perspective, admissions
officers do sometimes use student retention rates when eval-
uating the quality of their selection procedures. If students
stay at the institutions rather than dropping out or transferring
away, then the selection procedure is thought to be working.
From the distal perspective, one crude indicator of the ef-
fectiveness of selection procedures includes alumni giving to
the institution. For example, if a class that is having their 25th
reunion donates a large sum to the university, admissions of-
ficers may take this as a sign that their admissions procedures
worked fairly well, at least for that class of students. Yet the
relationship between alumni giving and student learning may
be tenuous, at best.

Process v. Product

A final challenge to consider when grappling with the ques-
tion of what admissions tests should predict is the issue of
measuring process or product (Plucker & Renzulli, 1999).
Unfortunately, the relationship between processes and prod-
ucts is not always direct. The field of creativity research pro-
vides a useful illustration of this tension (Sternberg, 1999a).
What determines a creative contribution? Is it the final prod-
uct (e.g., a painting, sculpture, new mathematical formula)
or is a creativity defined by the thinking process used (e.g.,
divergent and convergent thinking, unusual uses, etc.) to gen-
erate a product or solution? The question itself is one that is
perennially debated in the literature and one that also interacts
with the domain-specific versus domain-general theme un-
derlying many of the arguments in the current article. When
viewed through the lens of processes, creativity is typically
perceived as a domain-general skill (e.g., Runco, 2009); how-

ever, when viewed through the lens of product or the contri-
bution of eminent individuals, creativity is typically thought
to be more domain-specific (Simonton, 2009).

As a practical example of the difficulty of judging a cogni-
tive skill via products or processes, consider the evaluation of
George H. W. Bush’s controversial decision to raise taxes in
the 1990s. As a candidate for president, he famously vowed,
“Read my lips, no new taxes.” Consequently, when evaluat-
ing the product of his decision making (i.e., the decision to
raise taxes), one might infer that he had low ethical reason-
ing because he had contradicted his own promise. However,
when viewed from the perspective of the process of decision
making, one may recognize that President Bush correctly
concluded that the alternatives to not raising taxes would
have had a devastating effect on the lives of many individu-
als. Consequently, when forced with the decision to renege
on his campaign promise or do widespread harm via a gov-
ernment shutdown, his choice to raise taxes may, in fact,
indicate a high level of ethical reasoning because he did the
least harm to the greatest number of people. Politics is re-
plete with examples such as this, in which an evaluation of
an individual’s ethical reasoning or cultural competence or
critical thinking can change depending on whether we view
it through the lens of the product or the process.

To determine whether admissions processes are working,
it is important to consider what kinds of outcomes admis-
sions tests should predict. Achievement-based outcomes (i.e.,
products) tend to be what are used in predictive validity equa-
tions. Perhaps the most widely used criterion that is used is
GPA. Despite the popularity of using FYGPA as an outcome
measure in predictive validity equations, many would argue
that it is difficult to accurately measure the influence of higher
education by taking an achievement-oriented perspective be-
cause the lessons students learn from the college experience
typically extend far beyond what is taught within the confines
of the classroom (Pascerella & Terenzini, 2005).

It is not enough for institutions of higher education to
simply look at crude indicators of achievement (e.g., em-
ployment status/satisfaction) as evidence that status quo ad-
missions procedures are “working.” Rather, what is needed is
systematic reflection on the overarching purposes of higher
education and the extent to which admissions indicators as-
sess these desired skills accurately (i.e., the cognitive pro-
cesses). In addition, the development of these skills and abili-
ties should be monitored over time and empirically correlated
with subsequent achievement.

WHAT SHOULD ADMISSIONS TESTS
MEASURE?

Even in light of some degree of consensus regarding the
kinds of expertise that colleges would like to develop in their
students, a critical question remains. What is the role of ad-
missions testing in facilitating these objectives? Is the goal to
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WHAT ADMISSIONS TESTS SHOULD PREDICT 11

identify individuals with previously demonstrated levels of
competence or accomplishment (i.e., achievement) in areas
of value to the institution? Is the goal to identify individu-
als who exhibit some degree of mastery of a particular skill
(i.e., ability) in areas of value to the institution so that these
abilities can be further developed? Or is the primary goal
to identify individuals with the potential to quickly acquire
new skills if placed in the right environmental context (i.e.,
aptitude)? The answers to these questions have a direct bear-
ing on the approach to selection that one endorses. In this
section, the focus will be on the information on the left-hand
side of the conceptual model presented in Figure 1.

Aptitude, Ability, and Achievement

Although the terms aptitude, ability, and achievement are,
at times, used interchangeably in the literature, they have
distinct meanings within the context of measurement that
carry with them critical conceptual and philosophical distinc-
tions that are relevant to the present discussion (Stemler &
Sternberg, in press).

Aptitude refers to an individuals’ potential for learning or
acquiring a specific skill (Kaplan & Saccuzzo, 2009; Silzer
& Church, 2009). It tends to be focused on future potential
irrespective of past achievement or present ability. Aptitude
also encompasses the rate of speed with which a person will
be able to acquire and incorporate new concepts. Aptitude
can be viewed as either domain-general (e.g., she is a quick
learner) or domain-specific (e.g., he has high mechanical
aptitude but low quantitative aptitude).

Ability refers to what an individual is capable of doing at
the present moment, often in terms of skills that are measured
via speed, accuracy, or both (Kaplan & Saccuzzo, 2009).
Abilities indicate a general proficiency for performing tasks
and consist of what one has learned from both school and
nonschool sources (Airasian & Russell, 2008). The individ-
ual with musical ability can perform a piece of music on cue,
but we have no way of knowing how that particular ability
was developed or whether it is at all predictive of future abil-
ity to acquire new information. For one individual, it may
take a decade to learn to perform a particular piece of music,
and for another individual it may take only a few days. The
latter would be said to have higher aptitude than the former;
however, both individuals share the same degree of ability in
that they demonstrate with equal competence the mastery of
a particular skill set.

Achievement refers to demonstrated competence or ac-
complishment in a particular area. Within the context of test-
ing, achievement tends to be tied to learning that happens in
response to explicit instruction (Airasian & Russell, 2008).
Achievement also implies some degree of recognition or cre-
dentialing. A person with high music ability who has never
participated in a concert or been evaluated by a teacher as
achieving a particular “grade” level on an instrument lacks

demonstrated achievement, even as she may possess high
ability and/or aptitude.

If an individual is a guitar player, we might measure his
aptitude for the guitar by teaching him a few new chords
or maneuvers and asking him to integrate those things into a
piece of music in order to determine how quickly the individ-
ual can incorporate new ideas into his repertoire. We might
measure his ability by asking him to sight-read a new song or
two and evaluate the accuracy with which he is able to play
guitar right here and now. We might measure his achievement
by examining the number of shows he has performed or his
knowledge of chords.

It is important to recognize, however, that although a cor-
relation among these three constructs is often assumed, it is
not necessarily the case. It is entirely possible for an individ-
ual to demonstrate achievement (e.g., knowledge of music
theory) while lacking the ability to play an instrument and
showing no aptitude for it. Furthermore, one may demon-
strate a particular ability (e.g., strong interpersonal skills)
without ever putting those skills to use in any practical man-
ner that would result in the achievement of some desirable
goal.

The Assessment of Aptitude

Within the context of college admissions testing, how might
one go about assessing aptitude? Although the theoreti-
cal concept of aptitude is relatively clear, measuring it di-
rectly has proven to be a formidable challenge (Stemler &
Sternberg, in press). The SAT was originally conceived of as
an attempt to measure scholastic aptitude. Over time, how-
ever, it became clear that it was difficult to operationally
disentangle what was being measured on this test—aptitude,
ability, or achievement, or some combination thereof.

Modern approaches to the assessment of aptitude are
most often found in the literature on dynamic assessment
(Elliott, 2003; Grigorenko & Sternberg, 1998; Sternberg &
Grigorenko, 2001, 2002a). Dynamic assessment is based on
Vygotsky’s (1978) concept of the zone of proximal develop-
ment and Feurerstein’s concept of mediated learning expe-
riences (Feuerstein & Feuerstein, 1994). According to these
authors, it is impossible to understand and assess intellectual
potential using a unidirectional, static assessment. Whereas
static tests ask a single question in a single way, dynamic
tests involve an interaction between the test administrator
and the test taker. If a test taker misses a particular item, a
graduated series of hints are given to the test taker until the
item is answered correctly. Ideally, these hints are scaffolded
in such a way as to reflect the types of cognitive errors that
the test taker could be making (from the simple, such as not
paying attention to directions, to the more complex; see Lidz
& Elliott, 2000, for practical examples).

The major limitation to the use of dynamic testing for
admissions purposes is the fact that they are necessarily indi-
vidually administered rather than group-administered tests.
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12 STEMLER

Consequently, the format of the tests does not currently lend
itself to the type of large-scale assessment required to be
practically useful for the purposes of college admissions.
Yet, with the rapid evolution of technology, it is plausible
that some adaptive, interactive tests designed to gauge apti-
tude could be developed within the next decade.

The Assessment of Ability

There are many more options available for assessing ability
than there are for assessing aptitude. Recall that abilities rep-
resent skills learned both in school and out of school. Thus,
someone may exhibit high levels of cultural competence de-
spite never having been explicitly taught about culture within
the context of their school curriculum.

There are two major approaches to measurement of abil-
ities that pervade the literature. The first approach involves
the self-reporting of abilities and is historically associated
with personality-based approaches to assessment (Zeidner,
Matthews, & Roberts, 2009). Examples of the self-report
approach to assessment include Bar-On’s (2000) measure
of emotional intelligence and Schmitt and colleagues’ bio-
data measures—specifically the behaviorally anchored rat-
ing scales they reported on (Pulakos et al., 2002; Schmitt,
2012/this issue). Biodata measures in particular have been
shown to predict FYGPA over and above SAT scores and thus
show some promise as a supplementary admissions tool. The
major challenge to such self-report measures, when they are
used for high-stakes selection purposes, is their susceptibility
to faking.

A second approach is known as ability-based measure-
ment. This approach to measurement typically requires
prompts that are scored against objective criteria for correct
and incorrect responses. The assumption of ability-based ap-
proaches to admissions testing is that underlying cognitive
abilities are the most efficient predictor of who will suc-
cessfully acquire domain-specific knowledge and/or domain-
general abilities. Indeed, a vast amount of research has at-
tempted to link an underlying general cognitive ability (“g”)
to student achievement for far more than 100 years (Stern-
berg & Grigorenko, 2002b). Researchers who espouse this
approach are not concerned with the specific sets of abilities
that universities wish to develop per se but rather take the
position that an underlying domain-general ability (perhaps
consisting of working memory capacity) will be the best pre-
dictor of whether a particular applicant will be able to acquire
the domain-specific knowledge or domain-general abilities
of interest to universities. General cognitive ability has been
shown to be an extremely robust predictor of a wide variety
of work and educational related outcomes (Kuncel, Hezlett,
& Ones, 2004; Sackett, Borneman, & Connelly, 2008).

Frey and Detterman (2004) have shown that scores on
SAT/ACT tend to correlate very highly with scores on tests
of general intellectual ability (rs ∼.82–.86). SAT scores,
in turn, tend to be moderately correlate with college GPA

(r = .34–.35, Bridgeman, McCamley-Jenkins, & Ervin,
2000). Sackett et al. (2008) have found slightly stronger re-
lationship between aggregate SAT scores and FYGPA af-
ter controlling for course difficulty and correcting for range
restriction and unreliability (r = .55, R2 = .30). Neverthe-
less, although this upper-level estimate represents a fairly
good proportion of variance for one instrument to explain
on its own, a substantial proportion of the variance in stu-
dent GPA remains unexplained (∼70% of variance remains
unexplained). Thus, some scholars have argued that a sin-
gle ability indicator alone is not sufficient but that, instead,
meaningful incremental variance in FYGPA can be explained
by measuring a broader range of cognitive skills.

Recently, Sternberg and colleagues developed tests of
broader intellectual abilities, including creative and prac-
tical abilities that have been shown to be distinct con-
structs that add incremental predictive validity to the SAT
within the context of college admissions (Sternberg & The
Rainbow Project Collaborators, 2006), doubling the predic-
tive power over the SAT alone in a sample of more than
1,000 test takers from 15 different institutions. Other ef-
forts at ability-based measurement within the context of
higher education include the situational judgment measures
described by Schmitt (2012/this issue), a suite of noncogni-
tive ability tests under development at ETS (Kyllonen, 2005;
Kyllonen et al., 2008) and the inclusion of social/personality
factors (Hannon & McNaughton-Cassill, 2010). The results
reported in each of these studies demonstrate that measuring
a broader set of abilities can be useful in incrementing in
a meaningful way the amount of variance explained in the
domain-specific knowledge outcome of FYGPA. However,
despite the promise of these new and broader measures of
ability, none are yet sufficiently refined for administration at
the large-scale level of hundreds of thousands of students,
and evaluating further data on their utility at this scale is
advisable.

The situation with regard to the left side of Figure 1 is
similar to that on the right side of Figure 1 when one consid-
ers tests of certain domain-general abilities such as cultural
competence and ethical reasoning. As noted in the previ-
ous section of this article, the field could benefit from the
development and/or adaptation of psychometrically sound
measures of these broader constructs that can be integrated
into the admissions context. Although both self-report and
ability-based measures of some of these constructs do exist
(e.g., Bennett, 1993; Caligiuri, Jacobs, & Farr, 2000; Ham-
mer, Bennett, & Wiseman, 2003; Hill & Swanson, 1985;
Rest, Cooper, Coder, Masanz, & Anderson, 1974), at present
few are sufficiently targeted at the college student population
or validated for use in the selection context. There is a reason-
able argument to be made for incorporating measures of these
abilities into an admissions testing suite of assessments with
one of the primary justifications coming from past research
that has demonstrated that, “if students are going to pursue a
specific course of study, all else equal, assessing knowledge
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WHAT ADMISSIONS TESTS SHOULD PREDICT 13

and skill in that field will yield the most predictive power”
(Kuncel & Hezlett, 2010, p. 340). Thus, we can infer that
if universities hold as an important goal the development of
these broader abilities, then assessments of current levels of
ability may be a reasonable predictor of future performance.

The Assessment of Achievement

Most of the assessments related to college admissions de-
cisions are assessments of past achievement. High school
GPA is perhaps the most notable indicator of achievement
that is used within the admissions contexts. Grades, partic-
ularly cumulative grades, do not indicate specific skills but
simply indicate that the individual achieved at a particular
level of competence according to their instructor’s criteria,
whatever that may have been. Although there is no question
that high school grades are a strong predictor of future grades
in college (Camara, 2009), there is some question as to what
construct is being measured by those grades—whether it is
motivation, study habits, mastery of the subject matter, abil-
ity to determine what the teacher wants, and so on (Airasian
& Russell, 2008).

Tests of achievement typically test knowledge (Gronlund,
2006) rather than performance. It is useful at this point to dis-
tinguish between knowledge, performance, and achievement.
One may possess knowledge but not act on it, and therefore
neither perform nor achieve. This can be seen in the case of
a low-performing student who lacks motivation and does not
bother to respond to test questions despite the fact that he has
perfect command of the material (i.e., knowledge).

Performance requires one to carry out a set of proce-
dures that are based on knowledge. One may have explicit
knowledge or tacit knowledge of how to execute such proce-
dures or both. Indeed, work by Sternberg and Horvath (1999)
has shown that experts are not always aware of the knowl-
edge that they possess that leads them to expert performance;
thus, some of the knowledge may be tacit. Simply possess-
ing knowledge is no guarantee of performance, however. A
golfer may know exactly where he wants to hit the ball,
strategically speaking, but then exhibit poor performance or
execution. Thus performance requires knowledge in the first
instance but also requires specific skills related to execution
or procedure.

Finally, achievement results when one has demonstrated
excellent performance within specific environmental con-
straints (e.g., making the golf shot during a competition; il-
lustrating one’s knowledge within a specific testing session).
Performance, which was captured in finite time, yielded an
achievement (or product) of some sort that is then judged
and evaluated. It may or may not be a valid indicator of one’s
knowledge, and it may have been a poor performance, but
the achievement is the product that is the end result of the
effort within that particular environmental circumstance.

State-mandated exit exams are excellent examples of
achievement tests, and it seems reasonable to expect that

performance on such exams could also become a factor that
may be of use in college admissions decisions. Some other
types of achievements that are often used by admissions offi-
cers (Steinberg, 2002) as indicators of the broader constructs
of interest (e.g., leadership) are akin to formal positions held
(e.g., class president, athletic team captain, number of hours
volunteered for an organization). They are, at best, indicators
that one has applied one’s abilities toward a tangible product.
At worst, however, they serve as poor proxies for ability, as
the positions held do not always indicate the skills/abilities of
those who hold them. For example, a person may be elected
to a leadership position not because of superior critical think-
ing skills or ethical reasoning but rather simply because there
were no other candidates interested in the position.

The Problem of Selection From the Admissions
Point of View

Admissions officers face a range of important decisions when
considering their options for selection. One question they
face is whether it is important that all applicants demon-
strate equal, or at least minimum, levels of aptitude, ability,
and achievement, or whether some compensatory selection
system should be instituted.

Related to this question is the unit of analysis question. Al-
though admissions decisions are often discussed in terms of
individual students, the perspective of the admissions officer
is more often focused on creating a balanced incoming class
at the college or university (Golden, 2006; Steinberg, 2002;
Stevens, 2007). In other words, the task of the admissions
officer is not simply to evaluate each individual applicant in
isolation but to consider the composition of the class as a
whole. Thus, the class becomes an entity that itself requires a
balance of aptitude, ability, and achievement integrated into
it.

The very point of assembling a “class” is predicated on the
notion that learning occurs not only inside the classroom but
also among peers on the campus in an informal way. Indeed,
the skills that many institutions value so highly, such as the
development of cultural competence, citizenship, and ethi-
cal reasoning, are only partly developed within the context
of formal instruction. As large-scale survey research, longi-
tudinal studies, and experimental research have all shown,
when students are immersed in a diverse student body, it has
positive effects on a wide variety of learning outcomes, re-
tention, satisfaction, leadership skills, and civic engagement.
For example, reporting on the results of the National Sur-
vey of Student Engagement, which includes data from more
than 285,000 nationwide, Kuh (2003) found that students
are more likely to be involved in active and collaborative
learning when they are exposed to greater diversity, and they
are also more likely to report being satisfied with the col-
lege experience. From an experimental perspective, Antonio,
Chang, Kenny, Levin, and Milem (2003) found that students
who were randomly assigned to groups with greater ethnic

D
ow

nl
oa

de
d 

by
 [

W
es

le
ya

n 
U

ni
ve

rs
ity

],
 [

St
ev

en
 E

. S
te

m
le

r]
 a

t 1
3:

38
 2

4 
Ja

nu
ar

y 
20

12
 



14 STEMLER

diversity showed more complex thinking, as measured by pre-
and postdiscussion essays. Further, in an analysis of longitu-
dinal data from a nationally representative sample of 4,200
students, Hurtado (2001) found that studying with peers from
diverse backgrounds had a more pronounced impact on self-
reported growth in thinking and problem-solving skills than
a curriculum emphasizing different perspectives did. Thus,
exposure to diverse individuals appears to add a value far
greater than simply studying about diversity.

It is worth noting, however, that the vast majority of
research on the value of campus diversity for admissions
purposes has focused exclusively on the value of ethnic di-
versity rather than diversity in terms of different cognitive
strengths. Imagine, for example, a situation in which stu-
dents are tested on a much broader array of cognitive skills
(e.g., critical thinking, ethical reasoning, intercultural com-
petence) at the point of admission and a class is assembled
that is then balanced in terms of individual’s demonstrated
abilities in different cognitive skill areas. Given the preva-
lence of the assumption of the value of diversity and its
influence over admissions decisions, it would be prudent to
empirically evaluate the validity of the claim that creating a
“class” facilitates the acquisition of the desired capabilities
by measuring their development over time.

DISCUSSION

In this article, I have argued for three main points. The first
point is that universities aim to develop two types of ex-
pertise in their students: domain-specific knowledge (e.g.,
via the major, such as physics), and domain-general abilities
(e.g., quantitative reasoning, cultural competence). GPA has
historically been used as a proxy of domain-specific knowl-
edge and has traditionally been used as the gold standard
for investigations into the predictive validity of admissions
tests. Yet there is substantial evidence from a variety of di-
verse data sources indicating that universities and employ-
ers also value a specific set of domain-general abilities. At
the present time, few psychometrically sound measures of
these abilities targeted at the college student population exist.
The development of new, more direct measures of a broad
range of important skills (e.g., ethical reasoning, cultural
competence) that have been articulated as important higher
education outcomes is urgently needed. The development of
such measures not only would help universities meet the goal
of evaluating their value-added to students in cognitive skill
areas valued by institutions themselves (Spellings, 2006) but
also would help to create more theoretically meaningful cri-
teria for admissions tests to predict as a supplement to the
domain-specific knowledge indicated by FYGPA.

Broader tests of abilities could be useful to colleges and
universities seeking to understand what students are gaining
over time. At the student level, the test results could be used in
a formative way to determine what kinds of activities students

might consider pursuing in order to enhance their acquisition
of essential capabilities. For example, imagine a sophomore
who scores low on an ethical reasoning test at the end of her
1st year. She might decide to enroll in a philosophy course
or perhaps consider attending more debates related to ethical
issues. It is not difficult to imagine the potential development
of computer-automated formative assessments for students,
complete with recommendations for enhancing each of the
skills in question. Research targeted at scaffolding would
demonstrate what kinds of activities might be most beneficial
for different types of students.

The adoption of a new set of psychometrically sound mea-
surement instruments designed to measure essential higher
education outcomes may open conversations on a broad ar-
ray of topics. If a university were to find that its students
were not scoring well in the area of cultural competence, for
example, the results might ultimately influence the kinds of
students the university tried to admit and retain (e.g., admit
more international students), the kinds of programs the uni-
versity offers (e.g., broaden the range and emphasis on study
abroad programs), and the kinds of activities that are encour-
aged financially (e.g., cultural programming on campus), as
well as emphasis in the classroom (e.g., how findings are
interpreted/replicated in different cultures).

The second point is that tests used for the purposes of col-
lege admission should be aligned with the stated objectives
of the institutions they are intended to serve. Data from a
variety of different sources suggest that institutions of higher
education attempt to develop students’ expertise in specific
content domains (e.g., physics, history) while developing
in their students cognitive abilities (e.g., critical thinking,
quantitative reasoning, ethical reasoning) that may be useful
across domains. Yet, despite a broad consensus on the pur-
poses of higher education, tests that are currently used for
admissions purposes tend to measure only a fairly narrow
range of student abilities.

Although most admissions officers do look at other in-
dicators to get a sense of achievement in broader domains
(e.g., positions held as indicators of leadership), such infor-
mation is currently treated in ways that are highly subjective,
as differently admissions officers weight these external fac-
tors differently (Steinberg, 2002). Admissions officers would
do well to consider incorporating into their decision making
more systematic and standardized methods for measuring a
broader range of student abilities that are of value to their
institutions. In some cases, there already exist tests that can
serve as a useful starting point for measuring many of the
constructs that institutions of higher education define as es-
sential (e.g., Schmitt et al., 2009; Shavelson, 2007; Sternberg
and The Rainbow Project Collaborators, 2006; Zeidner et al.,
2009) and many more are currently under development. It is
up to admissions officers and administrators to experiment
with using these instruments.

The third main point of the article is to highlight the fact
that admissions committees tend to rely heavily on measures
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WHAT ADMISSIONS TESTS SHOULD PREDICT 15

of past achievement as a primary mechanism for predict-
ing future performance in college. Although this approach
is certainly an excellent starting point, it is not sufficient.
Student abilities, particularly in domains of value to insti-
tutions of higher education (e.g., ethical reasoning, cultural
competence, quantitative reasoning), should also be assessed
and taken into account in the admissions process. The prob-
lem with measuring only past achievements and not present
abilities is that it assumes a correlation between achievement
and ability that is not always strong, and it sends a message
that product is more important than process. Consider an in-
dividual who is elected as a leader of an organization. This
particular individual will have “achieved” a degree of leader-
ship; however, the individual may not possess any leadership
abilities that are relevant to the job and may be a complete
disaster at the helm.

Indeed, it is not too far a stretch to speculate that the
incessant focus on product over process has led students to a
situation in which they pursue positions or accomplishments
to pad their resumes rather than for the opportunities these
positions provide to develop their abilities. The emphasis on
product over process has fueled a culture that all too often
values grades rather than learning and financial gain at the
expense of social responsibility. Admissions officers have a
role to play in changing this mentality by requiring broader
tests of ability in addition to indicators of achievement.

REFERENCES

Airasian, P. W., & Russell, M. K. (2008). Classroom assessment (6th ed.).
New York, NY: McGraw Hill.

Anderson, J. R., Reder, L. M., & Simon, H. A. (1996). Situated learning and
education. Educational Researcher, 25, 5–11.

Anderson, L. W., Krathwohl, D. R., Airasian, P. W., & Cruikshank, K. A.
(2001). A taxonomy for learning, teaching, and assessing: A revision
of Bloom’s taxonomy of educational objectives. Boston, MA: Allyn &
Bacon.

Antonio, M. J., Chang, K. H., Kenny, D., Levin, S., & Milem, J. F. (2003). Ef-
fects of racial diversity on complex thinking in college students. Retrieved
from http://siher.stanford.edu/publicationsalphabytitle.html

Arum, R., & Roksa, J. (2011). Academically adrift: Limited learning on
college campuses. Chicago, IL: The University of Chicago Press.

Association of American Colleges and Universities. (2007). College learn-
ing for the new global century: A report from the National Leadership
Council for Liberal Education & America’s Promise. Washington, DC:
Author.

Association of American Colleges and Universities. (2008). Our students
best work: A framework for accountability worthy of our mission (2nd
ed.). Washington, DC: Author.

Association of American Colleges and Universities. (2010). Raising the
bar: Employer’s views on college learning in the wake of the economic
downturn. Washington, DC: Hart Research Associates.

Bar-On, R. (2000). Emotional and social intelligence: Insights from the
emotional quotient inventory. In R. Bar-On & J. D. A. Parker (Eds.),
Handbook of emotional intelligence (pp. 363–388). San Francisco, CA:
Jossey-Bass.

Bennett, J. M. (1993). Toward ethnorelativism: A developmental model of
intercultural sensitivity. In R. M. Paige (Ed.), Education for the intercul-
tural experience (pp. 21–71). Yarmouth, ME: Intercultural.

Best colleges. (2010). U.S. News & World Report. Retrieved from
http://colleges.usnews.rankingsandreviews.com/best-colleges

Braun, H. I. (2005). Using student progress to evaluate teachers: A primer
on value-added models. Princeton, NJ: Educational Testing Service. Re-
trieved from http://www.ets.org/Media/Research/pdf/PIC-VAM.pdf

Braun, H. I., Chudowsky, N., & Koenig, J. (Eds.). (2010). Getting value
out of value-added: Report of a workshop (Committee on value-added
methodology for instructional improvement, program evaluation, and ac-
countability). Washington, DC: National Research Council. Retrieved
from http://www.nap.edu/catalog/12820.html

Bridgeman, B., McCamley-Jenkins, L., & Ervin, N. (2000). Predictions
of freshman grade-point average from the revised and recentered SAT
I: Reasoning test (College Board Report No. 2000–1). New York, NY:
College Entrance Examination Board.

Brown, J. S., Collins, A., & Duguid, P. (1989). Situated cognition and the
culture of learning. Educational Researcher, 18(1), 32–42.

Caligiuri, P. M., Jacobs, R. R., & Farr, J. L. (2000). The Attitudinal and
Behavioral Openness Scale: Scale development and construct validation.
International Journal of Intercultural Relations, 24, 27–46.

Camara, W. J. (2009). College admissions testing: Myths and realities in an
age of admissions hype. In R. P. Phelps (Eds.), Correcting fallacies about
educational and psychological testing (pp. 147–180). Washington, DC:
American Psychological Association.

Elliott, J. (2003). Dynamic assessment in educational settings: Realising
potential. Educational Review, 55(1), 15–32.

Ericsson, K. A., Krampe, R. T., & Tesch-Römer, C. (1993). The role of
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